Radial collocation methods for the onset of convection in rotating spheres.
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Abstract

The viability of using collocation methods in radius and spherical harmonics in the angular variables to calculate convective flows in full spherical geometry is examined. As a test problem the stability of the conductive state of a self-gravitating fluid sphere subject to rotation and internal heating is considered. A study of the behavior of different radial meshes previously used by several authors in polar coordinates, including or not the origin, is first performed. The presence of spurious modes due to the treatment of the singularity at the origin, to the spherical harmonics truncation, and to the initialization of the eigenvalue solver is shown, and ways to eliminate them are presented. Finally, to show the usefulness of the method, the neutral stability curves at very high Taylor and moderate and small Prandtl numbers are calculated and shown.
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1. Introduction

Spectral methods have been used during the last three decades for the solution of partial differential equations, and particularly in Fluid Mechanics. The books by Gottlieb and Orszag, Canuto et al. and Boyd [1, 2, 3] were specially influential in the field. They were followed by other authors ([4, 5, 6, 7, 8, 9, 10] for instance), including the new edition in two volumes of [2] ([11, 12]). Although the theory is well developed, many practical implementation details have to be studied when particular problems are undertaken.

In many applications, the domain in which the equations have to be solved is a product of intervals in some particular coordinate system, and when Galerkin methods are used, the tensorial product of bases of functions in each of the intervals provides a base for the full domain. In the particular case of polar, cylindrical polar, or spherical coordinates, the singularity at the origin, if it is
inside the domain, introduces an additional complication, and regularity conditions might have to be imposed. The case of polar and cylindrical polar systems has been largely studied in the past, both for Galerkin and collocation methods. Several ways of achieving spectral accuracy have been developed. A recent article [13] compares seven different radial bases for the approximation of functions and for solving the Poisson equation on the unit disk. When collocation methods are used, some authors add regularity conditions at the origin [14, 15, 16], while others avoid including the origin in the collocation mesh [17, 18, 19, 20].

The case of a full sphere has been considered more recently. In the angular coordinates (colatitude and longitude) the expansion in spherical harmonics is analogous to the expansion in Fourier series in the angle of polar coordinates, or in the two angles in toroidal coordinates (see [3]). Since they are the eigenfunctions of the Laplace operator on the unit sphere, all diffusion terms of functions expanded in this base become block-diagonal, with blocks of the size of the radial discretization. Moreover, the spherical harmonics do not suffer the pole problem, i.e. instability due to accumulation of points near the poles when uniform meshes in the two angles are taken, but the problem at the origin is still present. If the domain is a spherical shell, the combination of spherical harmonics with Chebyshev expansions or collocation in the radius ensures spectral accuracy. Fourier expansions in the colatitude were also considered very early for problems on spherical surfaces, to allow the use of fast Fourier transforms [21, 22, 23].

Two main options are available for the treatment of the radial coordinate in full spherical domains; expansions in radial basis functions followed by Galerkin, Petrov-Galerkin, tau or collocation projections, to obtain a system of equations for the expansion coefficients, or a pseudospectral collocation method in which the derivatives are substituted by difference operators on a radial mesh of points.

A list of possible radial functions can be found in [24], and in some recent works [25, 26]. In [25], how much a expansion in even or odd degree Chebyshev polynomials violates the regularity conditions at the origin is quantified, and two basis of one-sided Jacobi polynomials (Verkley and Worland) are compared. The main conclusion is that unless there is a need of a faithful representation of the solution, preserving the regularity near the origin, Chebyshev methods would be the choice, in general, due to the availability of fast transforms. In [26] a methodology for constructing orthogonal Galerkin basis satisfying quite general boundary conditions is described. These type of radial functions, satisfying also the full regularity conditions have been recently used to study the onset of kinematic dynamos in [27].

A similar method is based on Petrov-Galerkin projections. The idea goes back to [28], and consists in trying to preserve, as much as possible, the banded structure of the derivative matrices of Chebyshev expansions. The inclusion of tau implementations of the boundary conditions, and the use of a different basis of test functions lead to almost banded matrices which can be solved efficiently. The method can be applied not only to linear ordinary differential equations of constant coefficients but also to the case of non-constant smooth coefficients [29, 30]. Moreover the linear systems are well-conditioned. These
methods have been recently extended to two-dimensional partial differential equations in rectangular domains in [31], and used in fluid flow applications [32].

In the present article the possibility of using collocation methods in the radius is studied. The authors have developed several time integration and stability analysis codes, using this approach, for the convection in spherical shells of pure and binary fluids with very good results [33, 34, 35, 36, 37, 38]. The main reasons for using collocation methods were simplicity and that changing boundary conditions was easy. Therefore it seems natural trying to extend the algorithms for the full sphere. Before starting to develop a full 3D time integrator, it is worth studying the stability analysis of the conduction state. Most sources of instability of the time stepping algorithms can be detected and corrected by looking at the linearized problem, which separates into one for each azimuthal wave number. It is known that collocation methods usually give rise to worst conditioned systems than Galerkin or Petrov-Galerkin methods [11] but, if one has in mind fully tridimensional time evolutions or to apply continuation techniques like in [39, 40], it is not expected that more than a few hundreds of radial collocation points will be used. Otherwise the total size of the discretization would be prohibitive. Moreover, the problems solved in this article imply the solution of discretized systems of linear differential equations with a block tridiagonal structure. Therefore the nice banded shape of Galerkin methods, which is the main reason for their efficiency, is destroyed when a block LU decomposition is used to solve the linear systems. In addition, when the non-linear terms are included in a time-evolution code, their evaluation requires passing to physical space by some kind of transformation. If the radial discretization is by a pseudospectral method there is no need to make forward and backward transformations in this coordinate, which represents some CPU time saving.

The rest of the article is organized as follows. In Section 2, the formulation of the problem and the angular discretization of the equations are introduced. In Section 3, the radial discretization is discussed together with some details of the implementation. It includes a comparison of the results obtained by using different radial meshes on several tests. In Section 4 the results for moderate and small Prandtl numbers at high Taylor numbers are presented. Finally, the paper closes in Section 5 with a brief summary of the main conclusions.

2. Mathematical model and angular discretization

Consider the thermal convection of a spherical fluid sphere of radius \( r_o \), internally and uniformly heated, rotating about an axis of symmetry of direction \( \mathbf{k} \) with constant angular velocity \( \Omega = \Omega \mathbf{k} \), and subject to radial gravity \( \mathbf{g} = -\gamma \mathbf{r} \), where \( \gamma \) is a constant and \( \mathbf{r} \) the position vector. This is the gravity field inside a spherical mass of uniform density. The mass, momentum and energy equations are written, using the Boussinesq approximation, in a rotating frame of reference with angular velocity \( \Omega \), and in spherical coordinates, \((r, \theta, \varphi)\), with \( \theta \) measuring the colatitude, and \( \varphi \) the longitude. In addition, the centrifugal force is neglected, since \( \Omega^2 / \gamma \ll 1 \) in most celestial bodies, for instance in the
major planets, and the density in the Coriolis term is taken constant. The units
to write the dimensionless equations are the radius of the sphere, $r_o$, for the
distance, $v^2/\gamma \alpha r_o^4$ for the temperature, and $r_o^2/\nu$ for the time, $\nu$ and $\alpha$
being the kinematic viscosity and the thermal expansion coefficient, respectively.

The divergence-free velocity field is expressed in terms of toroidal, $\Psi$, and
poloidal, $\Phi$, potentials

$$ \mathbf{v} = \nabla \times (\Psi \mathbf{r}) + \nabla \times \nabla \times (\Phi \mathbf{r}) . $$  \hspace{1cm} (1)

The non-dimensional equations for both potentials, and the temperature per-
turbation, $\Theta = T - T_c$, from the conduction state, $\mathbf{v} = \mathbf{0}$ and $T = T_c(r)$, are
obtained by taking the radial component of the curl and double curl of the mo-
momentum equation and substituting $T = T_c + \Theta$ into the temperature equation.

They are

$$ \left[ (\partial_t - \nabla^2) L_2 - 2T a^{1/2} \partial_\varphi \right] \Psi = -2Ta^{1/2}Q\Phi - \mathbf{r} \cdot \nabla \times (\mathbf{\omega} \times \mathbf{v}) , $$  \hspace{1cm} (2)

$$ \left[ (\partial_t - \nabla^2) L_2 - 2T a^{1/2} \partial_\varphi \right] \nabla^2 \Phi + L_2 \Theta = 2Ta^{1/2}Q\Psi + \mathbf{r} \cdot \nabla \times \nabla \times (\mathbf{\omega} \times \mathbf{v}) , $$  \hspace{1cm} (3)

$$ (\sigma \partial_t - \nabla^2) \Theta - Ra L_2 \Phi = -(\mathbf{v} \cdot \nabla) \Theta , $$  \hspace{1cm} (4)

where $\omega = \nabla \times \mathbf{v}$ is the vorticity.

The non-dimensional parameters of the problem are the Rayleigh, $Ra$, Prandtl,
$\sigma$, and Taylor, $Ta$, numbers, defined as

$$ Ra = \frac{\beta \gamma \Delta T r_o^4}{\kappa \nu} , \quad Ta^{1/2} = \frac{\Omega r_o}{\nu} , \quad \sigma = \frac{\nu}{\kappa} , $$  \hspace{1cm} (5)

where $\beta = q/3\kappa c_p$, $q$ is the (uniform) rate of heat generation per unit mass, $\kappa$
the thermal diffusivity, and $c_p$ the specific heat at constant pressure. In these
non-dimensional units the conduction state is $T_c(r) = T_0 - Ra r^2/2\sigma$.

The operators $L_2$ and $Q$ are defined by $L_2 = -r^2 \nabla^2 + \partial_r (r^2 \partial_r)$, $Q = r \cos \theta \nabla^2 - (L_2 + r \partial_r)(\cos \theta \partial_r - r^{-1} \sin \theta \partial_\theta)$.

Stress-free and perfect thermally conducting boundary conditions are as-
sumed at $r = 1$, which become

$$ \partial_r (\Psi / r) = 0 , \quad \Phi = 0 , \quad \partial^2_r \Phi = 0 , \quad \text{and} \quad \Theta = 0 , $$  \hspace{1cm} (6)

in terms of the velocity potentials and the temperature perturbation.

To discretize the equations the functions $X = (\Psi, \Phi, \Theta)$ are first expanded
in spherical harmonic series with a triangular truncation of maximal degree $L$,

$$ X(t, r, \theta, \varphi) = \sum_{l=0}^{L} \sum_{m=-l}^{l} X_l^m(r, t) Y_l^m(\theta, \varphi) , $$  \hspace{1cm} (7)
with $\Psi^{-m}_l = \Psi^m_l$, $\Phi^{-m}_l = \Phi^m_l$, $\Theta^{-m}_l = \Theta^m_l$, and imposing $\Psi^0_0 = \Phi^0_0 = 0$ to uniquely determine the two scalar potentials. The spherical harmonics are normalized as

$$Y^m_l(\theta, \varphi) = \sqrt{\frac{2l + 1 (l - m)!}{2 (l + m)!}} P^m_l(\cos \theta) e^{im\varphi} \quad l \geq 0, \quad 0 \leq m \leq l,$$

$P^m_l$ being the associated Legendre functions of degree $l$ and order $m$. The equations (2)-(4) written for the complex coefficients become

$$\partial_t \Psi^m_l = D_l \Psi^m_l + \frac{1}{l(l + 1)} \left[ 2T a^{1/2} (im \Psi^m_l - [Q \Phi]^m_l) - [r \cdot \nabla \times (\omega \times \nu)]^m_l \right],$$

$$\partial_t D_l \Phi^m_l = D^2_l \Phi^m_l - \Theta^m_l + \frac{1}{l(l + 1)} \left[ 2T a^{1/2} (im D_l \Phi^m_l + [Q \Psi]^m_l) + [r \cdot \nabla \times (\omega \times \nu)]^m_l \right],$$

$$\partial_t \Theta^m_l = \sigma^{-1} D_l \Theta^m_l + \sigma^{-1} l(l + 1) R a \Phi^m_l - [(\nu \cdot \nabla) \Theta]^m_l,$$

with

$$D_l = \partial^2_{rr} + \frac{2}{r} \partial_r - \frac{l(l + 1)}{r^2},$$

and the boundary conditions decouple for each degree and order, i.e.

$$\partial_r (\Psi^m_l / r) = 0, \quad \Phi^m_l = 0, \quad \partial^2_{rr} \Phi^m_l = 0, \quad \text{and} \quad \Theta^m_l = 0 \quad (12)$$

at $r = 1$. The square bracket $[\cdot]^m_l$ indicates extracting the spherical harmonic coefficient of degree $l$ and order $m$. The operator $Q$ is

$$[Q f]^m_l = -(l - 1)(l + 1) c^m_l D^+_{l-1} f^m_{l-1} - l(l + 2) c^m_{l+2} D^+_{l+2} f^m_{l+1},$$

$$D^+_{l} = \partial_r + \frac{l}{r}, \quad \text{and} \quad c^m_l = \left( \frac{l^2 - m^2}{4l^2 - 1} \right)^{1/2}.$$

To study the stability of the conduction state, which is $(\Psi, \Phi, \Theta) = 0$, the eigenvalue problems

$$\lambda \Psi^m_l = D_l \Psi^m_l + \frac{1}{l(l + 1)} \left[ 2T a^{1/2} (im \Psi^m_l - [Q \Phi]^m_l) \right],$$

$$\lambda D_l \Phi^m_l = D^2_l \Phi^m_l - \Theta^m_l + \frac{1}{l(l + 1)} \left[ 2T a^{1/2} (im D_l \Phi^m_l + [Q \Psi]^m_l) \right],$$

$$\lambda \Theta^m_l = \sigma^{-1} D_l \Theta^m_l + \sigma^{-1} l(l + 1) R a \Phi^m_l,$$

for $m = 0, 1, \ldots$ have to be solved, $\lambda$ being the eigenvalue.

Since the operator $Q$ only couples the spherical harmonics coefficients by their degree, $l$, and not by their order, $m$, (see Eq. (13)), a sequence of uncoupled eigenproblems are obtained parameterized by the integer wave number $m \geq 0$. 
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Due to the triangular truncation used (see Eq. (7)), the number of coefficients involved in the eigenvalue problem corresponding to the wave number $m$ is $3(L - m + 1)$ if $m \geq 1$, and $3L$ if $m = 0$ because $\Psi_0^0 = \Phi_0^0 = 0$ and Eq. (17) for $\Theta_0^0$ is uncoupled from the rest and purely diffusive, and consequently never gives rise to instability.

3. Radial discretization

For the discretization of the radial operators collocation methods have been employed. These methods have been used successfully in the case of spherical shells ([33, 34, 35, 37, 38]). They are very efficient due to the possibility of using optimized matrix-matrix products to evaluate the action by the operators in order to compute the nonlinear terms in the time evolution of the full non-linear equations. Moreover the simplicity of collocation methods has also allowed to change easily the boundary conditions and developing different high order time integrators. With collocation methods each radial operator in Eqs. (15)-(17) must be substituted by an approximate derivative matrix associated to a given radial mesh of points. This mesh might include or not the origin at which the equations become singular. This section is devoted to study different radial meshes.

3.1. Derivation matrices and implementation of boundary conditions

When spectral collocation methods are used in the radial coordinate, the derivatives are approximated at the points of a collocation mesh of points $r_i$, $i = 0, \ldots, n_r$ by formulas of the form

$$f^{(k)}(r_i) \approx \sum_{j=0}^{n_r} d_{i,j}^{(k)} f(r_j), \quad i = 0, \ldots, n_r, \quad k = 1, 2, \ldots$$  \hspace{1cm} (18)

It is assumed here that $r_0 = 0$ and $r_{n_r} = 1$. If the mesh does not include the origin the sum in (18) starts with $j = 1$, and the derivatives at $r = 0$ are not evaluated. When boundary value problems for $f$ are solved the values $f(r_i)$ have to be found. The symbol $f_i$ is used for the approximation obtained to $f(r_i)$. The method used to obtain the coefficients of formulas (18) is that described in [41]. The codes provided in [6] were used, written in the extended precision provided by the gfortran compiler of the Gnu compiler collection to minimize the error. It must be said that for particular meshes (Chebyshev-Gauss-Lobatto points, for instance) closed form expressions for the coefficients are available for instance in [2], at least for $k = 1, 2$.

Implementing homogeneous Dirichlet boundary conditions is trivial. If, for instance, $f(1) = 0$ then $f_{n_r}$ is no longer an unknown and the sums in (18) end at $j = n_r - 1$. For the implementation of Neumann and Robin boundary conditions, or for fourth–order problems we follow the methods described, among others, in [2, 42, 7]. In all cases considered the values of $f$ at $r_0$ and $r_{n_r}$ can be written, from the boundary conditions, as linear combinations of those at the inner
Symbol Points \((i = 1, \ldots, n_r)\) Description
---
CGL \(r_i = (1 - \cos(\pi i/n_r))/2\) Chebyshev–Gauss–Lobatto
SCG \(r_i = (2 - \cos(\pi(2i - 1)/(2n_r))/2 + \cos(\pi(2n_r - 1)/(2n_r)))/2\) Shifted Chebyshev–Gauss
CGR \(r_i = (1 + \cos(2\pi(n_r - i)/(2n_r - 1)))/2\) Chebyshev–Gauss–Radau
HCGL \(r_i = -\cos(\pi(i + n_r - 1)/(2n_r - 1))\) Half Chebyshev–Gauss–Lobatto
ES \(r_i = i/n_r\) Equally spaced points

Table 1: Radial meshes used in this study.

points. After substituting these expressions in Eqs. (18), derivative matrices are obtained which include the boundary conditions

\[ f^{(k)}(r_i) \approx \sum_{j=1}^{n_r-1} \tilde{d}_{i,j}^{(k)} f(r_j), \quad i = 1, \ldots, n_r - 1, \quad k = 0, 1, 2, \ldots, \quad (19) \]

and only involve the values at the inner points. The Appendix includes the details for a case with two conditions at \(r = 1\).

The radial differential operators in Eqs. (15)-(17) are substituted by the corresponding approximating matrices, giving rise to a complex eigenvalue problem. The matrix at the right side is block-tridiagonal due to the coupling of the spherical harmonics of adjacent degrees by the operator \(Q\) (see Eq. (13)). It must be noticed that with the boundary conditions used here the operator \(D_l\) appearing at the left side of Eq. (16) is invertible and therefore the eigenvalue problem (15)-(17) can be written as

\[ A_m x = \lambda x, \quad (20) \]

\(x\) being the vector containing the values at the collocation points of the amplitudes in spherical harmonics of the potentials and the temperature perturbation, of order \(m\) and degrees \(m \leq l \leq L\), \((\Psi_l^m(r_i), \Phi_l^m(r_i), \Theta_l^m(r_i))\). The matrix \(A_m\) keeps the block-tridiagonal structure.

3.2. Test for the radial meshes

Several radial meshes have been considered. Some of them have been used in polar coordinates by different authors [14, 19, 15, 20]. They are listed in Table 1. Stretched versions have been also considered to separate the nodes accumulated at the origin. Some researchers claim that this is needed to satisfy Courant stability conditions in time integrators. Although this is not our case, because we are interested in solving eigenvalue problems, we have included this possibility just for comparison purposes. The transformation used is \(r_i^{(t)} = r_i^s\) with a power \(s < 1\), where \(r_i\) are the points of the meshes in the table, and \(r_i^{(t)}\) refers to the stretched mesh. The meshes considered, not including the origin, are (see [2]):
Figure 1: Radial meshes used in this study for \( n_r = 10 \), when the origin \( r = 0 \) is not included.

- Chebyshev-Gauss-Lobatto points (CGL) given by
  
  \[
  r_i = \left(1 - \cos\left(\frac{\pi i}{n_r}\right)\right)/2, \quad i = 1, \ldots, n_r,
  \]

  which are the zeros of the polynomial \( q_{n_r+1}(x) = T_{n_r+1}(x) + aT_{n_r}(x) + bT_{n_r-1}(x) \) in the interval \([-1,1]\) transformed into the interval \([0,1]\) by means of \( r = (x + 1)/2 \). Here \( T_k(x) \) is the Chebyshev polynomial of the first kind of degree \( k \) and the coefficients \( a \) and \( b \) are selected such that \( q(-1) = q(1) = 0 \). This is the mesh most usually employed in pseudo-spectral collocation methods.

- Shifted Chebyshev-Gauss points (SCG) given by

  \[
  r_i = \left(2 - \cos\left(\pi(2i - 1)/2n_r\right)\right)/2 + \cos\left(\pi(2n_r - 1)/2n_r\right), \quad i = 1, \ldots, n_r,
  \]

  which are the zeros of the polynomial \( T_{n_r}(x) \) transformed, as before, into the interval \([0,1]\) and shifted to the right to make \( r_{n_r} = 1 \). The original Chebyshev-Gauss points in the interval \([-1,1]\) minimize the maximum norm, \( \|f\|_\infty = \sup_{r \in [-1,1]} |f(r)| \), of the polynomial \((x - x_1) \cdots (x - x_{n_r})\) among all possible meshes of \( n_r \) points in the interval. This minimizes the interpolation error in this norm.

- Chebyshev-Gauss-Radau points (CGR) given by

  \[
  r_i = \left(1 + \cos\left(2\pi(n_r - i)/(2n_r - 1)\right)\right)/2, \quad i = 1, \ldots, n_r
  \]

  which are the zeros of the polynomial \( q_{n_r}(x) = T_{n_r}(x) + aT_{n_r-1}(x) \) with \( a = -T_{n_r}(-1)/T_{n_r-1}(-1) \) such that \( q_{n_r}(-1) = 0 \). The zeros are reversed in order and transformed to the interval \([0,1]\). These points are the nodes of the Chebyshev-Gauss-Radau quadrature formulas used when one of the two extreme points of the interval is not included.
- Half Chebyshev-Gauss-Lobatto points (HCGL) given by
  \[ r_i = -\cos(\pi(n_r + i - 1)/(2n_r - 1)))/2, \quad i = 1, \cdots, n_r \]
  which are the right half of the \(2n_r\) Chebyshev-Gauss-Lobatto points in the interval \([-1, 1]\) transformed to \([0, 1]\). It has been included just for comparison purposes, to add another example of the effect of transforming the previous meshes to separate the points close the origin from it.

- Equally spaced mesh (ES), given by
  \[ r_i = i/n_r, \quad i = 1, \cdots, n_r. \]
  It has also been included for comparison purposes, to see the growth of the Lebesgue constant with \(n_r\).

All the sets of points have been defined such that the index \(i = n_r\) corresponds to the point \(r = 1\). Figure 1 displays the main five meshes and three stretched ones for \(s = 0.8\), not including the origin. The suffixes .8 or .9 after the name of a mesh indicate the value of \(s\) used in the transformation.

In the case of polar cylindrical coordinates a way of obtaining spectral accuracy for the approximation of boundary-value problems in the unit disk is to take the radius \(r \in [-1, 1]\) instead of \(r \in [0, 1]\) and the angle \(\theta \in [-\pi/2, \pi/2]\) instead of \(\theta \in [0, 2\pi]\), and to use an even number of Chebyshev-Gauss-Lobatto points in \([-1, 1]\) to avoid the origin (see [17, 6] for details). This method could also be used in spherical coordinates but in this case it involves both the longitude \(\theta\) and the colatitude \(\varphi\), since the point \((-r, \theta, \varphi)\) is the same as \((r, \pi - \theta, \varphi + \pi)\). This makes things much more complicated than for polar coordinates. Since we are interested in simple extensions of the methods already used for a spherical shell, this possible method has not been considered.

Before using these meshes in the stability problem for the convection in spheres they have been compared by computing the dependence with \(n_r\) of their Lebesgue constant, the condition number of the discretized Bessel operator and its first and fifth eigenvalues.

The Lebesgue constant of the mesh \(r_i, i = 1, \ldots, n_r\) is defined as
\[
\Lambda_{n_r} = \max_{r \in [0,1]} \sum_{i=1}^{n_r} |L_i(r)|, \tag{21}
\]
where
\[
L_i(r) = \prod_{j=1}^{n_r} \frac{r - r_j}{r_i - r_j}, \quad i = 1, \ldots, n_r, \tag{22}
\]
are the Lagrange polynomials satisfying \(L_i(r_j) = \delta_{ij}\). When the origin is included in the collocation mesh the indices in the last two formulas start at \(i = 0\) and \(j = 0\), respectively. We recall that the Lebesgue constant satisfies
\[
\|f - p_{n_r}\|_\infty \leq (1 + \Lambda_{n_r})\|f - p_{n_r}^{opt}\|_\infty.
\]
where \( f \) is an arbitrary function, \( p_{n_r} \) is the interpolation polynomial of degree \( n_r \) based on the collocation mesh, and \( p_{opt}^{m_r} \) is the best polynomial approximation in the maximum norm of degree \( n_r \). Roughly speaking this inequality says that the interpolation polynomial is at most a factor \( 1 + \Lambda_{n_r} \) worse than the best possible approximation in the maximum norm. It is known that \( \Lambda_{n_r} \) grows at least as \( O(\ln n_r) \) for any distribution of interpolation nodes. For the Chebyshev-Gauss points it is \( \Lambda_{n_r} \sim O(\ln n_r) \), and for equally spaced points \( \Lambda_{n_r} \sim O(2^{n_r/n_r} \ln n_r) \) (see [43, 6] for instance).

The spherical Bessel equation is

\[
\frac{1}{r^2} \frac{d}{dr} \left( r^2 \frac{df}{dr} \right) - \frac{l(l+1)}{r^2} f = -\lambda f, \quad 0 < r < 1, \quad l = 0, 1, \ldots, \tag{23}
\]

to which we add the boundary condition \( f(1) = 0 \). Its eigenvalues are \( \lambda_{lp} = r_{lp}^2 \), \( p = 1, 2, \ldots \), where \( r_{lp} \) are the zeros of the spherical Bessel function

\[
j_l(r) = \sqrt{\frac{\pi}{2r}} J_{l+1/2}(r), \tag{24}
\]

\( J_{l+1/2}(r) \) being the cylindrical Bessel function of order \( l + 1/2 \) [44]. The corresponding eigenfunctions are \( f_{lp}(r) = j_l(r_{lp}r) \). We will refer to the operator defined by the left hand side of Eq. (23) as the Bessel operator. It is the operator \( D_l \) already defined in Eq. (11). It was discretized by substituting the derivatives by the approximation derivative matrices on the test meshes. When the origin is included in the mesh a regularity condition has to be imposed there. Since the spherical Bessel functions satisfy

\[
j_l(r) \approx r^l/(2l+1)!!, \tag{25}
\]

for \( r \ll 1 \) [44], and Eq. (23) is of second order, we have just added the condition \( f(0) = 0 \) for \( l > 0 \). The case \( l = 0 \) has not been considered in these preliminary tests, but the corresponding boundary condition would be \( df/dr(0) = 0 \). See below for the conditions used in the case of the stability problem of the fluid sphere.

The maximum and spectral norms of the discretized spherical Bessel operator, and its maximum-norm condition number were computed. Their definitions, for a generic matrix \( A \) of dimension \( n \), are \( \|A\|_\infty = \max_{1 \leq i \leq n} \sum_{j=1}^n |a_{ij}| \), \( \|A\|_2 = \sigma_{max}(A) \), \( \sigma_{max}(A) \) being the largest singular value of \( A \), and \( \kappa_\infty(A) = \|A\|_\infty \|A^{-1}\|_\infty \), respectively.

The approximate eigenvalues, norms and condition numbers were obtained by using the double precision subroutines DGEEV, DLANGE, DGETRF, DGECON and DGESVD of the LAPACK library [45].

Figure 2 shows the dependence of the Lebesgue constant with the number of mesh points. The top and bottom rows of plots correspond to the meshes with or without the origin, respectively. The two left plots include the ES and HCGL meshes for comparison purposes (see table 1 for their definitions), and the right the stretched meshes for \( s = 0.9 \). It can be seen the growth of \( \Lambda_{n_r} \).
for the HCGL mesh is even greater than for the ES, due to the separation of the points close to the origin. The same holds for all the transformed sets of points when $s$ is low enough. The right plots also show the substantial increase in the growth of $\Lambda_{n_r}$ when $s$ moves from 0.9 to 0.8. The effect of including or not the origin in the mesh can be seen by comparing the two rows of plots. The presence of the origin contributes, as could be expected, to reduce $\Lambda_{n_r}$ substantially. For instance, in the case of CGL.8 with $n_r = 60$, $\Lambda_{n_r} = O(10^{12})$ if the origin is not included, but $\Lambda_{n_r} = O(10^8)$ if it is. In the case of CGL, also for $n_r = 60$, the two values are $\Lambda_{n_r} = 119$ and $\Lambda_{n_r} = 3.6$. For CGR and SCG the difference is much lesser, with all the values of $\Lambda_{n_r}$ being of order one. The reason for this difference between the CGL, and CGR and SCG meshes is that the first point of the mesh, $r_1$, is closer to the origin in the two latter cases (see Fig. 1 for $n_r = 10$). From this first study it can be deduced that the CGL, CGR and SCG are the best meshes. Moreover CGL points have the advantage of the easy closed form for the coefficients of the derivative matrices for orders one and two [2].

Figure 2: Variation of the Lebesgue constant with the number of mesh points. The top and bottom rows correspond to the meshes without or with the origin, respectively.
The same conclusion can be obtained from the dependence with \( n_r \) of the maximum norm, the condition number or the difference between the exact and the approximate eigenvalues of the spherical Bessel operator for \( l = 1 \) shown in Figs. 3 and 4. The method we use to compute eigenvalues in the fluid sphere problem involves, among other things, the computation of matrix products and the solution of linear systems with the discretized version of \( D_l \), which is the spherical Bessel operator. The latter implies computing its LU decomposition. It is known that the propagation of rounding errors in the evaluation of matrix products or in linear systems solvings is directly related to the norm and the condition number of the matrix [46]. As for the Lebesgue constant the presence of the origin in the collocation mesh helps reducing both the norm and the condition number, and they grow when the stretching power \( s \) decreases.

Finally Fig. 4 shows the dependence with \( n_r \) of the first and fifth eigenvalues of the Bessel operator for \( l = 1 \). In the right plots the case \( s = 0.9 \) has not been included because, as happens for the first eigenvalue, the results are very similar to those of the untransformed meshes. The curves for the stretched meshes show an initial decay of the error, followed by an steady increase, in contrast to those for the original sets of points, for which once the error reaches a threshold, it remains close to constant. From these calculations it might seem that the inclusion of the origin is not as important as before. In next section we will see that in the problem of thermal convection in spheres, spurious eigenvalues of the eigenproblem (15)-(17) are found, for the lower values of the azimuthal wave numbers \( m = 0, 1 \), when the origin is not included.

3.3. Numerical techniques for the eigenvalue problem in spherical geometry

After the results of the previous tests, the CGL mesh has always been used in the rest of calculations. The only variation considered was the inclusion or not of the origin.

It is known that if a smooth function \( f \) is expanded in spherical harmonics as

\[
f(r, \theta, \varphi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} f_l^m(r)Y_l^m(\theta, \varphi)
\]  

(26)

then \( f_l^m(r) = r^l g_l^m(r) \), with \( g_l^m(r) \) smooth and even in \( r \). This means that

\[
\frac{d^k}{dr^k} f_l^m(0) = 0, \quad k = 0, \ldots, l - 1
\]

(27)

as for the spherical Bessel functions (see Eq. (25)). Several previous studies support the idea of imposing just a minimum number of these regularity conditions in the numerical approximations. In the case of expansions of smooth functions in Fourier series in the two angular variables on a spherical surface as

\[
F(\theta, \varphi) = \sum_{m=-\infty}^{\infty} F_m(\theta) \exp(im\varphi),
\]  

(28)
the coefficient $F_m(\theta)$ has zeros at the poles of order $m$ [22]. It was shown in [21] that it is possible to apply all the above regularity conditions. The modified Robert functions were considered there, finding that they form a very ill-conditioned basis. However, by using parity modified Fourier series, which have at most a first order zero at the poles, very good approximations to the eigenvalues of the Laplacian were found in [23]. In the case of polar coordinates the regularity conditions at the origin are exactly the same as for the spheres at the poles, as can be seen by just changing $\theta$ by $r$ in Eq. (28). A Chebyshev-tau solution of the eigenvalue problem for the cylindrical Bessel’s equation was computed in [1], which was highly improved by enforcing a zero-derivative of the function at the origin. The same holds in the collocation case [14] (see [24] for more details and additional remarks on the bibliography). Therefore, this has also been done in our calculations when the mesh includes the origin. Just the boundary condition $f(0) = 0$ is imposed as in the previous tests, independently of the order of the equations. For the fourth order equation one could add two regularity conditions, but we have found it unnecessary. Since the coefficients

Figure 3: Variation of the maximum norm and the maximum norm condition number of the discretized version of the spherical Bessel operator for $l = 1$. The top and bottom rows correspond to the meshes without or with the origin, respectively.
of the potentials and temperature perturbation with \( m = 0 \) and \( l = 0 \) do not appear in the stability analysis (see Sect. 2), the condition \( df/dr(0) = 0 \) need not be used. It should be implemented just for \( \Theta_0^0 \) in a time evolution code for Eqs. (8)-(10).

Another way of imposing regularity conditions is to add a prefactor \( r^l \), substituting the prognostic functions \( f_l \) by \( r^l f_l \). It is known that large values of \( l \) lead to ill-conditioning [24], similarly to what happens with the modified Robert functions. However, lower values of \( l \) can be used safely. A recent implementation of this procedure can be found in [47], where a multi-layer code for the simulation of stellar core convection was presented.

In order to compute the leading eigenvalues (maximal real part) of the problem (15)-(17), we use the following technique. Assume that the problem is written as \( A_m x = \lambda x \) (see comments before Eq. (20)). Given a complex shift \( \xi \), the eigenvalues of

\[
(A_m - \xi I)^{-1}
\]

of maximal modulus (a fixed number of them) are found by using Arnoldi’s method implemented in subroutine DNAUPD of the ARPACK library [48]. This

Figure 4: Variation of the error in the approximation of the first and fifth eigenvalue of the spherical Bessel operator for \( l = 1 \). The top and bottom rows correspond to the meshes without or with the origin, respectively.
shift-invert transformation provides the eigenvalues of $A_m$ closest to $\xi$. If $(x, \mu)$ is an eigenpair of $(A_m - \xi I)^{-1}$, then $(x, \xi + 1/\mu)$ is an eigenpair of $A_m$. Instead of using a single shift $\xi$ we repeat the process with a set $\xi_k, k = 1, \ldots, k_{\text{max}}$, all of them close to the imaginary axis, eliminating repeated eigenvalues found for different values of $\xi$. In order to select the $\xi_k$, information from previous cases with nearby parameters is used. Some experiments were done using Cayley transformations of the form $(A_m - \zeta I)(A_m - \xi I)^{-1}$, but the performance was poor. It is known that in the presence of eigenvalues of large negative real part or large imaginary part, the convergence to those of maximal real part can be very slow [49] with this transformation.

The subroutine DNAUPD needs a user code computing the action by the operator $(A_m - \xi I)^{-1}$ or, equivalently, which solves systems with matrix $A_m - \xi I$. The matrix $A_m$ of the eigenvalue problem (15)-(17) has block tridiagonal structure due to the coupling between the spherical harmonic coefficients of the same order $m$ and degrees $l - 1, l$ and $l + 1$ coming from the operator $Q$ (see Eq. (13)). The subtraction of the term $\xi I$ does not alter this structure. To solve these linear systems an adapted block $LU$ decomposition is performed.

The initial condition for Arnoldi’s method can be a random vector, but we have observed that for some values of the parameters of the problem and the azimuthal wave number $m$, spurious eigenvalues appear. This is due to the presence of components in the initial condition along the eigenvectors associated to eigenvalues of large negative real part, that Arnoldi’s method combined with the shift-invert strategy seems to be unable to filter completely. To avoid them and to improve the convergence we use a previous filtering process based on time integration. Suppose that $x^0$ is a random initial condition. Then we apply several steps of the implicit Euler’s method

$$(I - \Delta t A_m)x^{k+1} = x^k, \quad k = 0, 1, \ldots \tag{30}$$

It is known that this integration damps very quickly the components of $x^0$ along the eigenvectors corresponding to eigenvalues of $A_m$ of large negative real part. Since implicit Euler’s method is unconditionally stable and we are only interested in its filtering properties, $\Delta t$ can be much larger than that required to have an accurate integration. This helps to minimize the CPU time involved in this process. Moreover the linear systems to be solved during the time integration have the same block-tridiagonal structure than $A_m$. In fact, Eq. (30) can be written as $(A_m - (1/\Delta t)I)x^{k+1} = -(1/\Delta t)x^k$, where the matrix has the form of a real shift-invert transformation (see Eq. (29)).

In order to find the critical values for the onset of convection the zeros of $\text{Re}(\lambda_{\text{max}})$ are found by means of Brent’s method [50], $\lambda_{\text{max}}$ being the eigenvalue of maximal real part obtained by the swept of shifts just described. It is very important to get rid of all possible spurious eigenvalues for this method to work consistently when curves of bifurcation on two-dimensional parameter spaces are traced.

In the axisymmetric case, $m = 0$, with the stress-free boundary conditions used in this study, there is always a zero eigenvalue of Eqs. (15)-(17). The
corresponding eigenfunction is given by $\psi^0 = cr$ with $c$ a non-zero constant, and the rest of coefficients of $\psi$ and those of $\phi$ and $\Theta$ equal to zero. Taking into account that $Y_1^0(\theta, \phi) = \sqrt{3/2} \cos \theta$, and using Eq. (1), it turns out that the corresponding velocity field is $(v_r, v_\theta, v_\phi) = (0, 0, cr \sqrt{3/2} \sin \theta)$ which is a rigid rotation about the $k$ axis. This zero eigenvalue has to be removed from the spectra to be able to find the critical value of the parameters as described in the previous paragraph. For this purpose we use Wieland's deflation on $A_0$ [51]. If a matrix $A$ of dimension $n$ has a spectrum $\{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ and $\lambda_1$ is simple with eigenvector $u_1$, then the matrix $A - \xi u_1 u_1^T$ has spectrum $\{\lambda_1 - \xi, \lambda_2, \ldots, \lambda_n\}$, i.e. $\lambda_1$ is shifted to $\lambda_1 - \xi$. In our case $\lambda_1 = 0$ and we take $\xi = -1000$. Since our method finds the eigenvalues of maximal real part, the shifted one will not interfere in the computation of the zeros of $\text{Re}(\lambda_{\text{max}})$. Moreover, since the corresponding eigenvector has a single non-vanishing spherical harmonic coefficient, $\psi^0$, the matrix $u_1 u_1^T$ is zero except for a single diagonal block of dimension $n_r - 1$, letting the block-tridiagonal structure of $A_0$ unaltered.

### 3.4. Spurious eigenvalues

Several sources of spurious eigenvalues have been found. Boyd [3] distinguishes between *physically spurious eigenvalues*, which are in error because of misapplication of boundary conditions or some other misrepresentation of the
physics, and numerically spurious eigenvalues, which are poor approximations
to exact eigenvalues because the mode is oscillating too rapidly to be resolved
by the degrees of freedom of the discretization. In principle the latter could
always be eliminated by increasing the resolution of the discretization. In our
particular problem, the way the operator
\[ [Qf]_m^l = -(l-1)(l+1)c_l^m D_{l-1}^{m,k} - l(l+2)c_{l+1}^m D_{l+1}^{m,k} f_{l+1}^m, \]
is truncated is also relevant. If we truncate at a degree \( l = L \) several options
are available. One is just forgetting the term \(-L(L+2)c_{L+1}^m D_{L+2}^{m,k} f_{L+1}^m \), but
this leads in many cases to the appearance of spurious modes. Similar problems
occur in time evolution codes in spheres or spherical shells when the nonlinear
terms are truncated. This was noticed in [52] and by the authors in their
implementations of codes in the case of spherical shells [34, 35, 37, 38]. In some
cases the numerical instability shows up only after long time integrations. This
makes the diagnostic of the problem very difficult unless the stability problem
of the conduction state is first studied in some detail, including azimuthal wave
numbers, \( m \), which are not necessarily those which give the critical parameters
for the onset of convection. A second option is taking a higher \( L \) when spurious
modes appear, but this is not a systematic approach and the required \( L \) can be
much larger. A third method consists in eliminating completely the term \([Qf]_L^m \)
in the equation for the order \( m \) and degree \( L \). If the solutions are symmetric
with respect to the equatorial plane, only the even or odd coefficients of the
potentials and the temperature perturbation \((\Psi_l^m(r_1), \Phi_l^m(r_1), \text{and } \Theta_l^m(r_1))\) are
nonzero. Therefore enforcing \([Qf]_L^m = 0 \) can be done for some equations only,
depending on the parity of \( m \). This has been the option adopted in our codes
to minimize the truncation parameter \( L \) and thus the size of the systems to be solved.

As mentioned before we have found another source of numerical spurious
modes; those found by the Arnoldi’s eigenvalue solver which cannot completely
filter the eigenvalues of large negative real part. We have found that they do not
disappear just by increasing the resolution of the discretization, on the contrary
more spurious modes might appear.

Figure 5 shows three examples of spurious eigenvalues, corresponding to the
three mentioned possible sources. In Fig. 5a the values of the parameters are
\( \sigma = 0.037, Ta = 5 \times 10^{12} \) and \( Ra = 4.44 \times 10^8 \), the azimuthal wave number is
\( m = 21 \), the mesh is CGL including the origin, and the truncation parameters
are \( n_r = 70 \) and \( L \) from 130 to 170 by increments of 10 units. The shifts used
have real part 0.01 and imaginary parts ranging from 0 to \(-10^5 \). There is a set
of spurious eigenvalues of positive imaginary part at the top of the plot. That
on the imaginary axis disappears when \( L \) is incremented from 130 to 140. The
second, with real part close to \(-5700 \), disappears when \( L \) changes from 140 to
150, and the third, with real part close to \(-10000 \), when \( L \) changes from 150
to 160. It is clear that if \( L < 130 \) the critical Rayleigh number for the onset
of convection, and the corresponding frequency and eigenmode are wrong. To
find the right ones it is necessary to set \( L > 130 \). Only an increase in a few
units is enough to move the first spurious eigenvalue to the left the required
distance to allow the codes to detect correctly the critical point, which has an
imaginary part close to -48000. This is an example of spurious modes due to the
lack of resolution of the discretization. They are recognized, apart from being
strongly dependent on \( L \), because the eigenfunctions present oscillations with
the frequency of the radial mesh.

Figure 5b shows two spectra for \( \sigma = 0.01, Ta = 10^7 \) and \( Ra = 1.84 \times 10^4 \),
and \( m = 0 \). A single shift \( 0.01 + 2800i \) close to the right critical eigenvalue was
used to compute them. The two meshes are CGL with or without the origin.
When it is included (circles) the eigenfunctions are smooth. When not, they
oscillate as in the previous example, indicating spurious modes. We have found
this behavior only for low values of \( m \). When it is large enough, the fast decay
of the amplitudes of the spherical harmonics together with their derivatives for
\( r \to 0 \) makes the presence of the origin less important, allowing using meshes
with only internal points and the left limit \( r = 1 \). The differences between the
results with the two types of meshes are then not significant.

Finally, Figs. 5c and 5d show two leading spectra for \( \sigma = 0.1, Ta = 5 \times 10^{12} \)
and \( Ra = 9.09 \times 10^8 \), and \( m = 20 \), the mesh is CGL including the origin, and
the truncation parameters are \( n_r = 70 \) and \( L = 130 \). The shifts used have
real part 0.01 and imaginary parts form 0 to \( -10^5 \). If the initial condition
for Arnoldi’s method is not filtered (Figs. 5c) a change in the shift produces
eigenvalues slightly different which are difficult to recognize as being the same.
It can be observed that this happens for the eigenvalues of imaginary part close
to -20000, where there is a cloud of eigenvalues. We think that the reason
for this spreading is the bad conditioning of the matrix \( A_m - \xi I \) for \( \xi \) close
to the critical eigenvalue, which makes the eigenvalues strongly dependent on
\( \xi \). The filtering process makes that the action of this matrix be restricted to
the subspace generated by the eigenvector of eigenvalues with real part closer
to the imaginary axis. This would enhance the conditioning of the action by
\( (A_m - \xi I)^{-1} \), reducing the noise in the computations of the spectra as can be
seen in the filtered case in Fig. 5d.

4. Results on the stability analysis

To show the reliability of the method described, the Taylor number de-
pendence of the critical Rayleigh number, \( Ra_c \), precession frequency, \( \omega_c \), and
wave number, \( m_c \), for the onset of convection have been computed. A moderate
Prandtl number (\( \sigma = 0.78 \)) is first considered, and the most difficult and ex-
ensive case of large \( Ta \) is undertaken. The resolutions used are in the ranges
50 \( \leq n_r \leq 70 \) and 80 \( \leq L \leq 180 \), depending on the azimuthal wave number,
to obtain \( Ra_c \) with errors below 1% and much lesser for \( \omega_c \). The results are
summarized in Fig. 6. In the first plot, the left axis and the solid curve corre-
spond to critical Rayleigh number, while the discontinuous line and the right
axis indicate the drifting frequency. The neutral curves are the envelopes of
others sixty, one for each of the wave numbers taken into account and shown in
Figure 6: At left, critical Rayleigh number (solid line) and minus the precession frequency (discontinuous curve), and at right longitudinal wave number versus the Taylor number.

The second figure with a discontinuous line. The curves fit very well to the theoretical power laws predicted in the asymptotic theories of [53, 54, 55, 56, 57, 58]. The numerical laws found are $Ra_c = 1.2744 \times 10^{0.656}$, $\omega_c = -0.771 \times 10^{0.337}$ and $m_c = 0.339 \times 10^{0.169}$ (solid line of the right plot of Fig. 6).

Figure 7: Contour plots of (a-c) $\Theta$, (d-f) $v_\phi$, and (g-i) $E_K$, of the eigenfunction with $Ta = 7.03 \times 10^{12}$, $Ra_c = 3.38 \times 10^3$, $\omega_c = -1.64 \times 10^4$ and $m_c = 50$. Light grey (green) means zero for $\Theta$ and $v_\phi$, and black (blue) means zero for $E_K$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

A sample of the eigenfunctions that can be found along the neutral curves of Fig. 6 are drawn in Fig. 7. Each set of three figures contains projections of $\Theta$, the longitudinal velocity $v_\phi$ and the kinetic energy density $E_K$ on the sphere, and on the equatorial and a meridional plane. The lines superposed in each surface indicate the place where the other two projections are taken. The patterns of convection are spiraling columnar (SP modes), very localized near the mid radius. The velocity field fulfills quite well the Taylor-Proudman theorem, i.e. it is quite independent of the axial coordinate, and $E_K$ reach the maximum in the outer surface at mid latitudes, in agreement with early experimental
observations [59]. The higher $Ta$ the narrower the spiral. According [58] this solutions can be described as a superposition of quasi-geostrophic inertial-wave modes.

The behavior of the problem at low Prandtl numbers is very different. The main characteristic is that the patterns of convection depend on the value of $\sigma$, and the preferred eigenfunctions are even axisymmetric in the $\sigma \to 0$ limit [60]. Therefore, it does not exist in this case a single theory describing the onset of convection. To see what kind of solutions are preferred, the neutral curve of a selected longitudinal wave number $m = 20$ has been computed and represented in Fig. 8 for $\sigma < 0.1$ and $Ta = 5 \times 10^{12}$. The axis and types of lines mean the same as in Fig. 6. Up to $\sigma \approx 0.01$ the preferred modes of convection are equatorially attached (EA). The cells of convection and the vortices of the velocity field are trapped close to the boundary of the sphere near the equator, forming a wave guide (see the first row of Fig. 9). This solutions can be represented essentially by a single quasi-geostrophic inertial wave mode [58]. For these solutions for $\sigma < 0.001$, $Ra_c$ is very low and $\omega_c$ very high and constant in the full interval. At $\sigma \approx 0.01$ there is an interchange of neutral curves signaled by the change of slope of the curve of $Ra_c$ and the jump of that of $\omega_c$, of almost and order of magnitude. From this point to 0.018, approximately, there is a small range of $\sigma$ in which the cells of $\Theta$ spread and spiral to the interior of the fluid forming several humps and finally detach from the equator, but the vortices still remain attached to the outer boundary, despite they also spiral to the interior. Contour plots of these solutions are depicted in the second and third rows of Fig. 9. At higher $\sigma$ the patterns of convection are SP, more or less localized depending on $\sigma$ (see fourth row of Fig. 9). The arrows in Fig. 8 mark the region between the EA and the SP modes.

Figure 8: Critical Rayleigh number $Ra^{20}$ (solid line) and minus critical precession frequency $\omega^{20}$ (discontinuous curve) of the solutions of longitudinal wave number $m = 20$ depicted versus $\sigma$. 

![Graph showing critical Rayleigh number and precession frequency](image)
5. Conclusions

The study of section 3.2 shows that collocation on a Gauss-Lobatto mesh (or similar) together with the inclusion of simple regularity conditions at the origin provides an accurate way of discretizing the radial part of equations in spherical domains. This has been checked having in mind a spherical-harmonic Galerkin projection in the angular variables. Stretching the meshes, separating the nodes from the origin, or avoiding the inclusion of the origin lead to larger interpolation errors, and worst conditioning of the derivative matrices and approximation of the spectra of eigenvalue problems.

The study was motivated by a problem of astrophysical interest; the convection of a self-gravitating spherical fluid mass, subject to rotation and internal heating. The stability of the basic conduction state has been used as a non-trivial test of the collocation methods. The appearance of spurious modes, not detected in the simple initial study, shows the importance of testing the algorithms in realistic situations. Three kinds of spurious modes have been found.
and ways to eliminate them proposed. An example is their appearance due to the lack of regularity condition at the origin. The SP and EA modes with high wave numbers have spatial structures away from the origin, consequently the critical parameters and eigenfunctions are well approximated by using Gauss-Lobatto meshes without the origin. However, for very low $\sigma$, the instability affects the center of the fluid sphere. Then, including the origin in the mesh together with regularity conditions is essential to avoid the spurious modes described above.

The results represented in Figs. 6 and 8 required the computation of thousands of spectra. Without a robust method to obtain them, not contaminated by spurious solutions, it would have been impossible to explore all the wave numbers in the plots, which range from $m = 5$ to $m = 65$. The different spatial structures of the critical eigenmodes for high Taylor and low Prandtl numbers have been shown, and the dependence on $Ta$ of the critical parameters previously found by approximate asymptotic theories has been confirmed.
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Appendix

An example of the construction of derivative matrices implementing the boundary conditions is presented here. It corresponds to $f(1) = 0$ and $f''(1) = 0$, without any condition at $r = 0$, i.e., in the case of a mesh which does not include the origin, or with condition $f(0) = 0$ if it is included.

Assume first that $r_0 = 0$ is not included in the mesh and that $f(r)$ is approximated by the Lagrange interpolation polynomial

$$f(r) \approx \sum_{k=1}^{n_r} L_k(r)f(r_k), \quad (31)$$

with $L_k(r)$ the Lagrange polynomial (22) of degree $n_r - 1$ satisfying $L_k(r_j) = \delta_{kj}$ for $i = 1, \ldots, n_r$. If $d_{j,k}^{(l)} = L_k^{(l)}(r_j)$ for $j = 1, \ldots, n_r$, the following derivative approximation formula is obtained

$$f^{(l)}(r_j) \approx \sum_{k=1}^{n_r} d_{j,k}^{(l)} f(r_k), \quad j = 1, \ldots, n_r, \quad (32)$$

at the nodes of the mesh. From now on we will write $f_i = f(r_i)$ for any of the functions which will appear.

In order to implement $f(1) = 0$ and $f''(1) = 0$ let us write $f(r) = (1-r)g(r)$. The condition $f(1) = 0$ is then satisfied. By taking derivatives it follows that

$$f^{(l)}(r) = (1-r)g^{(l)}(r) - l g^{(l-1)}(r). \quad (33)$$
The condition $f''(1) = 0$ implies $g'(1) = 0$. This condition is approximated by using Eq. (32) for $l = 1$, and then $g_nr$ is written as a linear combination of the values of $g$ at the inner nodes

$$g_{nr} = - \sum_{j=1}^{n_r-1} d_{n_r,j}^{(1)} / d_{n_r,n_r}^{(1)} g_j.$$  \hspace{1cm} (34)

By substituting the derivatives in Eq. (33) by their approximations, and using (34) and that $g_i = f_i / (1 - r_i)$ one finally obtains

$$f^{(l)}(r_j) \approx \sum_{k=1}^{n_r-1} d_{j,k}^{(l)} f(r_k), \quad j = 1, \ldots, n_r - 1,$$

with

$$d_{j,k}^{(l)} = \left[ (1 - r_j) d_{j,k}^{(l)} - l d_{j,k}^{(l-1)} - (d_{n_r,k}^{(1)}/d_{n_r,n_r})((1 - r_j) d_{j,k}^{(l)} - l d_{j,k}^{(l-1)}) \right] / (1 - r_k),$$

where only the inner points of the mesh are involved in the calculations.

If the origin is included in the mesh, with $f(0) = 0$, then the index $k$ in Eqs. (31) and (32) starts in principle at $k = 0$, and the Lagrange polynomials are different and have degree $n_r$. Since $f_0 = f(0) = 0$ the coefficients $d_{j,0}^{(l)}$, $j = 1, \ldots, n_r$ will never appear and the index in Eq. (32) can be started again at $k = 1$. Since $f_0 = 0$ implies $g_0 = 0$, the rest remains the same. Therefore the only difference between the two cases is the value of the coefficients $d_{j,k}^{(l)}$ which are based on different meshes. The rest remains unchanged.

The trick of writing $f(r) = (1 - r) g(r)$ has to be used when there are two boundary conditions at $r = 1$. If there would be just one, the value of $f_{nr}$ can be obtained from those at the inner points directly from the approximate boundary condition.
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