On the determination of diffusion coefficients in two-component alloys and doped semiconductors. Several implications concerning the International Space Station
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A B S T R A C T

The accurate determination of mass diffusion coefficients is a technologically relevant problem that has implications on the modelling and control of material processes such as crystal growth and casting. It is also important in the validation of different theories of atomic diffusion. The experimental determination of these coefficients, when there is a liquid phase, is difficult due to the unavoidable presence of buoyancy driven convection currents that enhance mass transport and disturb diffusion measurements. To minimize as much as possible these problems, long capillaries are used in order to confine the fluid and reduce the intensity of the convective motions. These measurements have also been done in reduced gravity environments, but the residual gravity may still be able to induce buoyancy driven convection motions. The aim of our work is to analyze the impact of low solutal Rayleigh number environments on the accuracy of the interdiffusion coefficient measurements using long capillaries. In the present study we deal with two liquid systems; photovoltaic silicon and Al-based liquid binary alloys at high temperature. We have numerically simulated two different experimental techniques used to determine the diffusion coefficients; the shear cell and the long capillary techniques. We also consider the effect of rotating the cylindrical cell along their axis as a mechanism to reduce axial convective transport even in Earth laboratories. Finally, we use typical accelerometric signals from the International Space Station (ISS) in the quasi-steady range of frequencies. The signals concentrate on typical station reboosts because the accelerometric level of the rest of potentially dangerous disturbances – dockings, undockings and Extra Vehicular Activities, EVAs – is considerably lower.

1. Introduction

The accurate determination of mass diffusion coefficients in high temperature doped melts and two-component liquid mixtures, is of fundamental importance in the simulation and optimal control of solidification processes. Diffusion coefficients are usually treated as constants in computational growth models, but real systems with large segregation coefficients exhibit concentration and position dependent diffusion coefficients due to the strong gradients that exist at the growing interfaces. In addition, concentration gradients are correlated with chemical potential gradients, so it is very important to determine experimentally these relationships in order to apply them to predictive growth models. The experimental determination of diffusion coefficients is also important from a theoretical perspective for the validation of different theories that predict how these coefficients depend on temperature and concentration.

Diffusion coefficients at high temperature are usually measured on Earth laboratories typically using diffusion couple arrangements inside long capillaries [1]. An initial concentration profile in the form of a step (diffusion couple) is left to diffuse during a certain time, then the final concentration profile is compared to the analytical solution obtained using Fick’s law and the required diffusion coefficient compatible with this profile is calculated [2,3]. There are two main experimental techniques used to prepare and analyze diffusion experiments, the shear cell method (hereafter SC) and long capillary technique (hereafter LC). In the SC method, the diffusion experiment begins by joining two capillary segments with different composition. At the end of the experiment the cell is divided in slices that are individually moved...
perpendicular to their axis. In this way, when the diffusion process is stopped, the slices are separated and cooled until they solidify, and the concentration of each solidified slice enables to accurately reconstruct the final concentration profile needed (post mortem analysis) [4]. In the long capillary technique (LC), a diffusion couple previously prepared is placed in the long cylindrical cell and introduced in a furnace until the solute has diffused for a certain time, then the specimen is quenched and analyzed using Atomic Absorption Spectrophotometry (AAS). A recently developed direct procedure using X-ray radioscopic techniques, allows in-situ instantaneous measurements of the concentration profiles by taking absorption pictures of the experiments [5–7]. There exist other less popular possibilities such as the so-called Axial Heat Processing (AHP), a crystal growth methodology which tries to control thermal conditions near the growing interface to minimize natural convection. The segregation in the solid grown phase is then used as a basis for the subsequent diffusion analyses [8–12].

In the last years, mass diffusion experiments have been made in low gravity environments [13–17] to avoid the disturbing effect of buoyancy generated convection, but the residual gravity and g-jitter are still able to induce fluid motions that distort the measurements [18–21]. To assess the real importance of such effects, the acceleration environment must be characterized in detail and numerical models will then be used to carefully evaluate the flow impact on diffusion measurements. In the present work we will study the effect of low levels of gravity on diffusion experiments, we will consider the effect of cell inclination, oscillating gravity, the rotation of the cell and of real accelerometric signals. Our methodology will consist in performing numerical simulations of the capillary cells and compare the final states with the expected ones by a pure diffusive process without convection. As it has been mentioned before, in shear cell simulations the comparisons will use the averaged concentration of each segment of the cell while in the simulation of the long capillary technique we will use the continuous concentration profiles all along the capillary. The present numerical experiments can deal with both types of concentration measurements without problems. In previous works the system has been modeled as a long rectangular domain [2,3], here we will consider a more realistic 3D cylindrical domain and compare the results with the 2D case.

Due to their unquestionable technological interest we focus the study on two different kinds of materials, photovoltaic silicon (PV-Si) and aluminium based alloys. Concerning multi-crystalline ingots of photovoltaic silicon, PV-Si, the knowledge of the diffusion coefficients of dopants and impurities is of capital importance to improve the predictions of the present computational models of directional solidification [22–31]. For economic reasons, Upgraded Metallurgical Grade Silicon, UMG-Si, is progressively replacing the more expensive ultra pure Electronic Grade Silicon, EG-Si, as feedstock material in ingot casting processes, but UMG-Si contains a high amount of the above-mentioned dopants, metallic and non-metallic impurities, which strongly interact with crystal defects in the resulting multi-crystalline ingots (see Table 1). Concerning metallic alloys, in particular, Al-based alloys, diffusion and its relation to thermodynamics plays a capital role in nucleation theories and in the correct predictions of the coupled macro-meso-microscopic computational models of solidification [32,33].

Table 1. Effect of dopants, metallic and non-metallic impurities in the processing of PV-Si.

<table>
<thead>
<tr>
<th>Metallic impurities (Al, Bi, Ga, In, ...)</th>
<th>UMG-Si feedstock</th>
<th>Point defects (scarceley incorporated during solidification because of the very low values of their segregation coefficients)</th>
<th>Decreasing of efficiency due to minority carriers (electrons) recombination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-metallic impurities</td>
<td>O</td>
<td>UMG-Si feedstock (SiO2 particles) (dissolution of SiO2-crucible in mono-crystalline Czochralski growth)</td>
<td>Oxide and silicide particles could act as getter centers for metallic impurities</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Graphite heaters (CO in the near atmosphere)</td>
<td>Formation of SiC clusters (evaporation of SiO2 at the melt surface)</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>Si3N4 coating of fused silica crucibles (dissolution of the Si3N4 layer)</td>
<td>Si3N4 formation (acting as nuclei for SiC clusters)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Degradation of the solar cell during illumination</td>
</tr>
</tbody>
</table>

Greek letters

$\alpha$ angle between the gravity vector and the gradient of concentration

$\beta_c$ solutal expansion coefficient [m$^3$ mol$^{-1}$]

$\Gamma$ aspect ratio

$\lambda$ length scale [m]

$\nu$ kinematic viscosity [m$^2$ s$^{-1}$]

$\Omega$ nondimensional axial rotation rate

$\tau$ time scale [s]

$\tau_l$ thruster ignition time [s]
The paper is organized as follows: in Section 2, we will describe the governing equations and the numerical methods used; in Section 3, the results corresponding to typically low solutal Rayleigh number environments (Section 3.1) as well as the ones corresponding to real accelerometric records coming from the International Space Station (Section 3.2) will be presented. Finally, the conclusions of the study will be summarized in Section 4.

2. Governing equations and numerical procedures

To model the problem we use a closed cylinder, filled with a two-component liquid mixture. Due to the fact that the furnaces used in real experiments at high temperature have a very low thermal gradient [14], [34] we consider the system to be isothermal and focus on the solution of the solutal problem. Under the conditions of the present work, the shear effects are negligible when considering the shear cell technique [35–37], and will not be taken into account.

We consider the so-called interdiffusion couple configuration [3]. In this case the diffusion is driven by the existence of two half parts with different initially uniform concentrations, located symmetrically at both sides of the cell (see Fig. 1). This system is analyzed using the transport equation for mass coupled to the incompressible Navier–Stokes equations in the Boussinesq approximation. In this way we are able to consider the effect of the convection currents induced by the density variations caused by concentration differences. The equations written in nondimensional form are

\[ \nabla \cdot \vec{V} = 0 \]  
\[ \frac{\partial \vec{V}}{\partial t} + (\vec{V} \cdot \nabla)\vec{V} = -\nabla p + \text{Sc} \nabla^2 \vec{V} + \frac{\text{Ra}}{\text{Sc}} \nabla C \]  
\[ \frac{\partial C}{\partial t} + \vec{V} \cdot \nabla C = \nabla^2 C. \]

Here \( \vec{V} \) is the non-dimensional velocity and \( C \) is the non-dimensional rescaled concentration defined as \( C = (C - C_b)/\Delta C \), where \( C \) is the concentration of the denser component, \( \Delta C \) is the initial concentration difference and \( C_b \) is its mean value. The length scale \( \lambda \) used to obtain the previous non-dimensional variables is the diameter \( 2R \) of the cylindrical cell. The time scale \( \tau \) is the dimensional group \( \tau = D \) the mass diffusion coefficient. The other parameters appearing in the equations are the vector solutal Rayleigh number \( \text{Ra} \), and the Schmidt number \( \text{Sc} \), respectively defined as

\[ \text{Ra} = \frac{\beta_s \rho_s \Delta C \lambda^3}{\nu D}, \quad \text{Sc} = \frac{\nu}{D}. \]

![Fig. 1. Sketch of the long cylindrical capillary with the initial diffusion couple in place.](image)

Table 2 defines the typical quantitative values for the two materials considered, photovoltaic silicon and aluminum-based alloys, taking into account real values extracted from the specialized literature, references [38–42] for PV-Si and references [43–46] for aluminum-based alloys. All these values have been considered constant, i.e., independent on the composition. To accomplish this last hypothesis, the initial quantitative difference between the concentrations of both sides of the cell has been limited to a reasonable threshold value of the order of 5 wt%. Also Table 2 shows the geometrical values needed to dimensionally define the computational domain, the length, \( L \) and the diameter \( 2R \) respectively.

We have solved the transport equations using two different numerical methods; a finite volume and a pseudospectral method, in order to model the two different experimental techniques, SC (shear cell technique) and LC (long capillary technique) respectively. The finite volume method uses a second-order central scheme for the spatial discretization of the diffusive and convective terms and it performs the time integration using a Crank–Nicolson scheme. The coupling between the velocity and pressure fields is solved with a fractional step method and the resulting Poisson equation is solved using the biconjugate gradient method [23,47,48]. The pseudospectral method uses the algorithm described in [49], which can be summarized as follows. To integrate the equations in time, we use the second order time-splitting method proposed in [50], where the pressure boundary condition and a stiffly stable scheme prevent the propagation and accumulation of time difference errors [51]. For the spectral spatial discretization, we use a Galerkin-Fourier method in the azimuthal direction and Chebyshev collocation in radial and axial directions (Gauss–Lobatto points). The radial dependence of the functions is approximated by a Chebyshev expansion between \( -R \) and \( R \), but forcing the proper azimuthal parity of the variables at the origin [52,53]. For instance, the concentration field and the axial component of the velocity has an even parity, whereas the radial and azimuthal components of the velocity field are odd functions. To avoid including the origin in the mesh grid, we use an odd number of Gauss–Lobatto points in the radial direction, and we enforce the equations only in the interval \((0,R]\). For each Fourier mode, these equations are solved using a diagonalization technique in the two coordinates \( r \) and \( z \). The imposed parity of the functions guarantees the regularity conditions at the origin needed to solve the Helmholtz equations [50].

In the finite volume code, a total number of about 610,000 control volumes were needed to obtain correctly converged results; we have checked the accuracy of the results with finer meshes, and found the error to be less than 1%. Typical time steps in these
cases are of the order of $10^{-2}$. In the pseudospectral code we use $n_r = 42$, $n_z = 301$ and $n_t = 20$ points for radial, axial and azimuthal directions, test results have been checked with finer meshes and the maximum error in these cases is 0.07%. A time step of $10^{-3}$ suffices to obtain converged results in most of the computations, but has been decreased to $10^{-4}$ when needed.

As the initial conditions for the simulations, we consider the two halves of the cylinder at a uniform concentration of $-0.5$ and $+0.5$ respectively, with the fluid at rest. This initial condition is easily accomplished in the finite volume case but in the pseudo spectral code the abrupt central discontinuity has been approximated by a hyperbolic tangent profile.

$$C(0, r, \theta, z) = 0.5 \tanh(\delta(2\Gamma^{-1}z - 1)), \text{ where } z = [0, \Gamma]$$

with the parameter $\delta$ chosen as 300 for the resolution with $n_z = 301$.

The numerical results of the transport equations have then been post-processed trying to mimic each one of the two different experimental procedures reported in the literature for the obtention of the diffusion coefficients. In the first case (SC) the cell is considered to be formed by slices which, conveniently solidified, are analyzed at the end of the experiment to give a final average value of concentration (“post-mortem” analysis). In the second case (LC), the source of information comes from the instantaneous profiles of gray level all along the capillary generated by an X-ray dospectral method. The concentration values in Refs. [2,3] so, the determination of the averaged concentration of each solidified experimental procedures reported in the literature for the obtenion of the diffusion coefficient, we define a standard cell with 20 slices.

Spectral code the abrupt central discontinuity has been approximated by a hyperbolic tangent profile. The profile of gray levels generated by an X-ray method is

$$\frac{D(t)}{D} \approx 1 - 0.5 \tanh(\delta(2\Gamma^{-1}z - 1)),$$

where $\delta$ is the position of the hyperbolic tangent profile.

$$C_i(t, \theta, z) = \frac{1}{V'} \int_{V'} C(t, r, \theta, z) dV$$

the segment-averaged computed concentration. Calculations of $D(t)$ use only active segments in which the variation of the averaged concentration is greater than the 1% of the initial value. This choice is consistent with the 1% error threshold associated with the determination of the averaged concentration of each solidified slice of the shear cell by usual solid state techniques as, for example, Atomic Absorption Spectroscopy, Secondary Ion Mass Spectroscopy or Electron Probe Micro Analysis.

The long capillary methodology has been based on the pseudospectral method. The concentration values $C(t, \theta, z)$ obtained in each time step are cross-section averaged $C(t, z)$ at each collocation point along the z-axis. After that we fit a concentration profile $C(t, z)$ to the error function profile by minimizing the least-squared error. $D(t)$ is finally calculated from the fit parameters. The evaluation of the error – in percentage – finally defines, in both cases, the following standard nondimensional indicator [14,15],

$$\%D(t) = 100 \cdot \left( \frac{D(t)}{D} - 1 \right) = 100 \cdot \left( \frac{D(t) - D}{D} - 1 \right).$$

In order to satisfy the mathematical hypothesis of infinitely long domains, in the first case (“post-mortem” indirect procedure) calculations finished when the first and last segments become simultaneously active. The time needed to attain these final conditions is called the end time, $t_{end}$ and the final error associated to the process is $\%D(t_{end})$.

In the second case (“in situ” direct procedure) the calculations finished when the averaged concentration in the $z$-axis first and last points, which correspond to the lids, also change more than 1% with respect to the initial value. These computational strategies avoid, in both cases, the necessity to consider the end time as a parameter to be simultaneously determined during the experiments, as it really occurs. Notice that the end times of both procedures will be slightly different.

Additional information concerning the purely diffusive case, equivalently, the stable configuration ($z = 0$), shows that the quantitative value of the final indicator $\%D(t_{end})$ in both procedures is low, of the order of 1.5, but not strictly zero. This value has been considered as a zero error inherent to the numerical methodology used and systematically subtracted from the $\%D(t)$ in each case. So, the corrected final indicator results as,

$$\%D(t_{end}) = \%D(t_{end}) - \%D(t_{end})$$

3. Results and discussion

3.1. Typical low and moderate solutal Rayleigh number environments

Fig. 2 displays the relative error in the determination of the diffusion coefficient $\%D(t_{end})$ as a function of the solutal Rayleigh number $Ra$ in the case in which the gravity and the initial density gradient are orthogonal. The results for the two values of the Schmidt numbers considered, 30 and 150, are practically identical and so only the calculations for $Sc = 150$ are plotted. In this figure, we have also included 2D results obtained in previous papers [2,3] for a rectangular cell of equivalent aspect ratio ($\Gamma = L/H$, being $H$ the height of the cell) and the same values of the physical parameters. The 2D results were obtained using a finite volume scheme as the one used in the 3D calculations in order to model the SC technique. With respect to the 3D results, the presence of bounded walls in the third dimension introduces friction, which slows the convective motions produced by the interaction between the gradient of density and the orthogonal gravity. This fact promotes, in comparison with 2D results, higher values of the end time, $t_{end}$ and also $\%D(t_{end})$ values considerably lower [2,3]. If we compare the 3D results for the two techniques, 3D finite volume simulations in a cylinder modeling a 20 slices shear cell, SC[3D], and 3D pseudospectral method modeling the long capillary technique (LC), we obtain different end times (see Fig. 2(b)) and a difference in $\%D(t_{end})$ of the order of 0.25 at $Ra = 1500$. In Table 3 we show how $\%D(t_{end})$ and $t_{end}$ depend on the number of slices in the SC technique; increasing the number of slices, the numerical results of SC tend to the LC ones as one would expect. The results show that, in the orthogonal case, tridimensional considerations are mandatory in a more realistic discussion of the problem. In this way, the experimental threshold limit of the 1% is around $Ra = 625$ in the 2D case, but in the 3D case the value changes to be roughly twice, $Ra = 1250$. This means that, in terms of gravity values, the realistic threshold is located now around

<table>
<thead>
<tr>
<th>Segments</th>
<th>$%D(t_{end})$</th>
<th>$t_{end}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 20$</td>
<td>1.2099</td>
<td>24.60</td>
</tr>
<tr>
<td>$n = 40$</td>
<td>1.4690</td>
<td>25.98</td>
</tr>
<tr>
<td>$n = 80$</td>
<td>1.5300</td>
<td>25.13</td>
</tr>
<tr>
<td>$n = \text{inf}$</td>
<td>1.5453</td>
<td>25.13</td>
</tr>
</tbody>
</table>
1 mg. This change in the g level ensures a wider security range in which the experiment, located orthogonally, will present insensitivity to those types of constant microgravity levels.

Due to its relevance in experiments made in spacecrafts, we have studied the effect in the determination of $\%D(t_{end})$ of the orientation of the gravity vector against the direction of the initial density gradient (see Fig. 1). For a gravity vector $\overrightarrow{g} = g_x \hat{i} + g_z \hat{k}$ or equivalently, $\overrightarrow{Ra} = Ra_x \hat{i} + Ra_z \hat{k}$, the initial driving is produced only by the interaction between the initial concentration profile $C(0,z)$ and the $g_x$ component of the gravity vector. Once the initial profile of concentration is perturbed, an interaction of this perturbation with the $g_z$ component arises, being its effect on the driving term dependent on the sign of $g_z$. If $g_z > 0$ ($\alpha < 90^\circ$) the initial driving is damped, in favor of the pure diffusive process, but if $g_z < 0$ ($\alpha > 90^\circ$) the initial driving is enhanced, in favor of the convective contamination. Therefore this nonlinear secondary effect depends on both components of the vector Rayleigh number, equivalently, on both components of the gravity vector. To clearly show this effect we present in Fig. 3 the time evolution of the mean kinetic energy in a cylindrical cell for time instants close to $t = 0$. Three pairs of values of the Rayleigh numbers and orientations $(Ra, \alpha)$ with the same value of the $x$-component $Ra_x = 1299$ have been chosen: $(1500, 60^\circ)$, $(1500, 120^\circ)$, $(1299, 90^\circ)$. Results for $(1500, 90^\circ)$ have also been included for comparison.

This is what happens for example with the results for $(1500, 90^\circ)$, also shown in the same Fig. 3.

Fig. 4 shows the relative error in the determination of the diffusion coefficient $\%D(t_{end})$ as a function of the orientation $\alpha$ for different values of the solutal Rayleigh number. Again, the results for the two values of the Schmidt number considered, 30 and 150, are
which corroborate the conclusions presented in the preceding cases. For the values of the solutal Rayleigh number of the figure, at \( \alpha = 180^\circ \) the values of \( \%D(t_{\text{end}}) \) are practically zero, because the Rayleigh number based on the length of the diffusion layer \( L \) is below the critical value for the onset of convection, i.e., no gravity-induced mixing exists. In the other side of the scale, \( \alpha = 0^\circ \), the values of \( \%D(t_{\text{end}}) \) go to zero according to the definition in Eq. (3).

The impact of the vibrations on the different experiments is another relevant problem in all kind of spacecrafts. To analyze it, we consider only the simplest ideal model in which gravity is a harmonic function of time given by \( g(t) = A \cos(2\pi ft) \), acting orthogonally to the initial density gradient generated by the concentration step profile. Fig. 5(a), shows the values of \( \%D(t_{\text{end}}) \) as a function of the external frequency \( f \) applied for two values of the Rayleigh number, 1500 and 3000, evaluated using the maximum gravity amplitude \( A \) (the results have been obtained modeling the LC method). Regardless of the value of the Schmidt number, calculations show that for the different vibrational Rayleigh numbers considered, the error does not decrease monotonically. For very low frequencies, the end time is lower than the period of the signal applied and \( \%D(t_{\text{end}}) \) quickly decreases as the frequency increases, then the slope changes and \( \%D(t_{\text{end}}) \) decreases more smoothly as the end time becomes greater than the period of the external oscillation. Based on this behavior it could be concluded that, in general, the convective contamination is mainly due to the ‘continuous part’ of the gravity signal; by removing it, the fluctuations will not affect the measure of the diffusion coefficient provided the frequency is high enough. It is interesting to note that the dimensional range of frequencies considered in our calculations is very low and that anti-vibratory mount strategies are more focused on damping vibrations of higher frequencies, in the vibratory range between 0.1 and 300 Hz (following the NASA’s definition concerning the International Space Station [54]). In Fig. 5(b) we show, for \( Ra = 3000 \), the results obtained modelling the LC and SC techniques, which corroborate the conclusions presented in the preceding cases.

We have also analyzed the effect of the rotation around the axis of the cylinder of the cell in the determination of the diffusion coefficient \( \%D(t_{\text{end}}) \). The non-dimensional rotation rate \( \Omega \) is considered constant during the process, the sign of \( \Omega \) is not relevant because boundary conditions, initial condition and system of equations satisfy the following symmetry: if \( (u_r, u_\theta, u_z) \) in \( (r, \theta, z, t) \) is a solution of the problem for \( \Omega \), then \( (u_r, -u_\theta, u_z) \) in \( (r, \theta, z, t) \) is the solution of the problem for \( -\Omega \). This symmetry implies that the measurement process is not affected by the sense of the rotation rate. We present here results obtained using the pseudospectral scheme modeling the LC methodology. We have solved the equations written in the inertial laboratory frame. The numerical scheme with respect the non rotating case is very easy to adapt because, as it is solved in cylindrical coordinates, we have only to modify the boundary condition of the azimuthal velocity on the walls. The results corresponding to a fixed value of the Rayleigh number \( Ra = 1500 \), maintaining the gravity field orthogonal to the initial concentration gradient, are depicted in Fig. 6. This figure clearly shows how the error \( \%D(t_{\text{end}}) \) significantly decreases as the rotation rate increases. In the same figure we have represented the transversal velocity field near the \( z = \Gamma/2 \) plane for the case without rotation, \( \Omega = 0 \), and for \( \Omega = 1 \) and \( \Omega = 100 \). We can see that, already for \( \Omega = 1 \), the flow is dominated by the axial rotation of the cell. In order to better understand this mechanism, in Fig. 7(a) we have represented the maximum difference of the concentration in each plane or slice perpendicular to the cylinder axis, from the center \( (z = \Gamma/2) \) to the capillary end \( (z = \Gamma) \). The values reported correspond to the final state of the time evolution \( (t_{\text{end}}) \). As expected the maximum differences are observed near the center of the cell, where the initial concentration step is situated, and the maximum difference is reduced as the rotation rate increases due to the mixing induced by the azimuthal circulation of the fluid.

Fig. 5. (a) Variation of the \( \%D(t_{\text{end}}) \) values as a function of the applied external harmonic frequencies for two different values of the Rayleigh number and perpendicular gravity field \( (\alpha = 90^\circ) \), \( Ra = 1500 \) (triangles) and \( Ra = 3000 \) (circles). (b) Values of \( \%D(t_{\text{end}}) \) obtained modelling the two different experimental techniques: SC with \( n = 20 \) segments (triangles) and LC (circles), for \( Ra = 3000 \).
In Fig. 7(b) we represent the mean axial convective solute transport at different $z = \text{const.}$ planes from the center to the end of the cell at $t = t_{\text{end}}$. The figure corroborates the expected result that solute transport diminishes as the rotation rate is increased. This is not a consequence of a reduction in the axial velocity, which in fact is not very much affected by the rotation, but a consequence of the homogenization of concentration that expels concentration from the regions with maximum axial velocity. The effect of the transversal homogenization is thus to reduce the axial solute transport, as shown in Fig. 7.

3.2. Implications on the International Space Station environment

The International Space Station, ISS, is the biggest and more complex orbiting object ever constructed in the space by the humanity until now. With a mass of about 455 Metric Tons, it moves at an average speed of 27700 km/h (about 7.7 km/s) describing an elliptical orbit around the Earth. The eccentricity of this orbit is 0.0012, the orbital inclination is about 51.64°, and the perigee and apogee are located at about 350 and 450 km to the Earth’s surface respectively (Low Earth Orbit, LEO, type). The orbital period is about 92 min, equivalently, the Station makes about 15.6 revolutions around the Earth per day. However, all these orbital details are time dependent because the atmospheric drag generates an orbital decay of about 150 m per day. Periodical reboosts at intervals usually between ten and eighty days are necessary to increase the velocity for continuous Orbital Adjustments, OA. Reboosts/deboosts to increase/decrease the velocity for Debris Avoidance Maneuvers, DAM, or to prepare more efficiently the rendezvous with resupply or crew transport spacecrafts.
Dockings and undockings as well as astro/cosmonaut spacewalks to build or repair parts of the Station configure a complete dynamic reality of that peculiar orbiting place [54–56].

In the present work, we concentrate on the last agitated period of the Station, 2009–2011. During this period the last Shuttle – Atlantis – undocked the Station in July the 19th of 2011 and during the above-mentioned triennium the Atlantis and the Endeavour docked the Station a total of three times each one, the Discovery docked four times and all together brought more than 150 Tones of modules and hardware to complete the Station [57–66]. Also, the spacecrafts used for OA/DAM were different, i.e., Progress, ESA Automated Transfer Vehicles, different Shuttles and, sporadically, the Zvezda or the Zarya modules. Aiming to quantitatively investigate the accelerometric impact of these spacecrafts, we have firstly downloaded their corresponding quasi steady fingerprints from the MAMS ossbtm sensor located in the Destiny module from PIMS NASA website [67]. The signals downloaded are originally trimmed filtered and bias compensated. The sampling rate is in all cases 0.0625 Hz and the cut-off frequency 0.01 Hz [68]. We concentrate here in the low frequency range because, from

![Fig. 9](image1.png)

**Fig. 9.** SSA cartesian accelerometric components of a real reboosts finally selected (quasi-steady range).

![Fig. 10](image2.png)

**Fig. 10.** The four different cases, C1, C2, C3 and C4 considered in the present work for the activation of the accelerometric signal.
the point of view of fluid mechanics in general, this is the most pernicious one [69,70]. In addition, recent literature indicates that the vibratory range – equivalently SAMS signals – do not impact in a relevant way the diffusion coefficient measurements at all [71–74]. Finally, it is worth mentioning that the rest of disturbances, dockings, undockings and Extra Vehicular Activities show accelerometric levels considerably lower than the OA/DAM ones, so they have been initially discarded.

The reference used here to quantify the problem is the Space Station Analysis coordinate system, SSA. This is an orthonormal one with the Zₕ axis pointing toward the center of the Earth (Nadir direction). The Xₕ axis coincides with the line of manned modules and Yₕ axis coincides with the line of the Integrated Truss Structure, ITS. The Xₕ axis is considered positive, +Xₕ, going from the Zvezda to the Harmony modules. In the same way, the Yₕ axis is considered positive going from the P6 to the S6 Truss Segments [54–56,75]. The origin of coordinates is located in the center of mass of the Station, a point actually located in the S0 Truss segments. To characterize the different signals we use their g-doses in m/s related to the above-mentioned SSA reference. In this way, the g-dose corresponding to the Xₕ component is defined as

$$\delta a(Xₕ)(t) = \int_{t_i}^{t_f} |aₕ(t)| \cdot dt$$

and, by its definition, it is equivalent to the variation of velocity in this period of time, a typical measure of the change of velocity used for fly controllers in Orbiter Adjustments. Fig. 8 shows that during the three-year period under study the maximum positive values of the Xₕ accelerometric doses for Progress and ATV spacecrafts are of the same order than the Zarya or Zvezda ones; however, the thruster ignition time, tᵢ, is higher in the two first cases as a consequence of the resupply character of both spacecrafts. In the case of the five Shuttle reboosts the values are considerably lower than rest of spacecrafts. This is because only the Reaction Control System, RCS, was used for OA/DAM. This system comprises three groups of primary and Vernier small jets located in the forward fuselage and in two independent pods located on each side of the vertical tail of the orbiter’s aft fuselage. The pods also house the aft Orbital Maneuvering System, OMS, and were usually referred as the OMS/RCS pods. As for the g-doses corresponding to the Yₕ and Zₕ-axes, their values are, in all cases, very low against the corresponding Xₕ ones, so, their impact will be very small.

Based on the information summarized in Fig. 8 and in order to analyze the impact of the OA/DAM maneuvers on the accuracy of the measurements of the diffusion coefficients, we have selected five scenarios, one for each spacecraft, with high values of the Xₕ g-dose. Fig. 9 explicitly shows, as an example, one of the five quasi-steady signals selected. The three accelerometric components of the signals have been introduced in the 3D numerical computation, taking into account that the signal of the Xₕ sensor was applied to the Z axis of the shear cell, which is the worst case. In addition, to be as exhaustive as possible, each scenario activates the perturbation at different times of the diffusion process. Fig. 10 clarifies the four situations concerning only the acceleration introduced in the Z axis. The other two components of acceleration were activated for calculations at the same time as Xₕ was. The final results are synthesized in Table 4, but only in the case of Al-based alloys; the values of %D(ₚₑₐ₉) of the four signals are always below the resolution limits of the experiments, a slight increase of the percentage of error seems to exist as a function of the time instant at which the perturbation is applied. This is a consequence of the fact that the flow has increasingly less time to relax the impact of the different reboosting episodes. Finally, it is worth mentioning that because the rest of disturbances have small accelerometric levels, from the present analysis we can conclude that these kinds of disturbances have definitively no impact on the accuracy of the diffusion coefficient measurements, neither in doped PV-Si melts nor in Al-based alloys.

### 4. Conclusions

We have studied the effect of convective fluid motions on the measurement of mass diffusion coefficients of liquid Al-based alloys and doped photovoltaic silicon, using capillary cylindrical cells. Our analysis has considered low solutal Rayleigh numbers corresponding to experiments made in orbiting laboratories. On one hand, we have used a 3D finite volume code to gain experience in the simulation of the flow behavior of a twenty segment shear cell; on the other, a pseudospectral 3D code enabled us to calculate instantaneous and continuous concentration profiles all along the capillary. These profiles have been used, as it would have been done in real capillary cell experiments, to estimate an apparent diffusion coefficient concerning melt dopants or two-component mixtures. We report in both, shear cells and capillaries, the error introduced by the convective bulk flow generated by a number of different gravity conditions. Calculations indicate that the relevant disturbing thresholds are always located in the level of mg. In addition we have also analyzed in detail the effect of harmonic disturbances of very low frequencies. The results indicate that the %D(ₚₑₐ₉), always decreases monotonically with increasing frequency. Also, the effect of rotating the cell along the cylindrical axis has been proved to be an extremely effective way of suppressing the mass transport due to convection. The numerical simulations show exactly that %D(ₚₑₐ₉) quickly diminishes as the rotation rate increases. Finally, we have discussed in detail how real microgravity conditions onboard the ISS during the last agitated period of building of the Station can affect the measurement of diffusion coefficients. The conclusion in both cases, shear cells and capillaries, is very favorable in the sense that even under the influence of these strong ISS transient disturbances, no convective impact has been detected in all the calculations. Equivalently, the %D(ₚₑₐ₉) values obtained are always far below the experimental limit of detection, the 1% threshold.
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